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Grid site compute

installed: 325 virtual nodes with 16 cores

→ 5200 cores

pledged: 55 kHS06 (target 38 kHS06)

ALICE is using ∼ 60% of this (33 kHS06)

all instances upgraded to Almalinux 9

Site configured for JAliEn multicore jobs

ALICE is working on the following issues (progressing slowly) :

too few jobs over long period → ALICE has to find balance between simulation jobs, pre-filtering at

CERN, data analysis and other type of jobs

large load on network, the 10 Gbit/s link to Bergen is often exhausted

inherently inefficient jobs running the old analysis framework ⇒ We are in a transition phase
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UiB dCache disk pool status

disk pool status Sep 26 2024

pledged 2024: 5.6 PB (free 1.8 PB)

23 disk pool instances Almalinux 8,

each mounting 240 TiB Ceph volume

Ceph backend: 49 Dell R740XD servers,

8.6 PB raw storage

5.6 PB Ceph storage

Pledged 5.6 PB (target 4.1 PB), free

space 1.8 PB as of Sep 25 2024

Next extension planned to be

operational Oct 2025,

expecting min 7 PB raw
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UiB dCache tape pool status

Ideling ... waiting for data, there have been only very few transfer requests

but they tell us there will be soon a lot

2 tape write pools: one active, one standby

1 tape read pool, spare slot on the infrastructure to make a second one

pledged 2024: 4 PB (target 5.71 PB), still free ∼ 2 PB

upgrade 2024: currently running vendor competion, expect to place order in week 41
▶ all tape library rearrangement in the server room finished, ready to host new drives and frame
▶ delivery by Nov 15, operational and integrated to dCache Dec 15
▶ min 4 PB, max 8 PB depending on the price we get
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Network

10 GB/s link is bottleneck

JAliEn job do not implement data staging,

the philosophy is that jobs are mosly

running on data in the local storage

→ does not work for distributed T1

Still negotiating with SIKT (the national

provider) - got some horrible prices for the

redundent 100 GB/s link

There is probably a reasonable technical

solution to have redundency for the UiB

site/in NREC; then running over a single

link to the hubs (Oslo or Kristiansand)

Uninett LHC link Bergen

⇒ in any case, upgrade is delayed but to be finished

before the end of 2024
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Summary and plans

Study Hepscore on the virtual resources

Network upgrade to be finished before summer by end of 2024

Tape upgrade started, expecting extension 4 to 8 PB by end of 2024

Purchasing new compute and disk storage resources in 2025, planning starting spring 2025

More detailed Grid job performance studies are necessary to understand the poor resource

usage by ALICE
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