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Overview

• Scope of US Research
• Recent policy: progress and results

• Agencies, academia, and professional societies
• Examples of Open Science in action

• Distributed, national scale data sharing and infrastructure
• Adapting EU models to a US audience

• Conclusion



Context: US Research Landscape
Producers (data, software, publications)
• Federal agencies (dozens)
• 50 states
• 3,143 counties, municipalities
• $75B (€64B) in research 

expenditures at US universities
• 1,100 teaching hospitals
• 449 publicly traded biotech companies

• 600+ private and public biotech companies in San Diego

Source, Wolfram Alpha, NSF Rankings by R&D Expenditures (2017) ,
https://www.statista.com/statistics/197930/number-of-united-states-biotech-companies-by-type/



Sample of Institutions Driving 
Open Science in the US

Federal Agencies and Offices
OSTP

NSF

NIH

NIST

DOE

NASA

GSA

IMLS

Academia and Professional Societies

NAS

AGU

Foundations

Arnold Schmidt



Holdren Memo (2013)



Office of Science Technology & Policy

OSTP

National Science 
and Technology 

Council 

Committee on 
Science

Interagency 
Working Group 

on Open Science

Source: White House Archives



US Agencies



National Science Foundation

• Snapshot
• $8.1B (FY2019)
• 27% basic research at universities
• Major source for mathematics, computer science, social 

sciences 
• Open science in practice

• NSF PAR
• Biosketch format
• Deposit fees allowable
• Several funded projects (72+ active)

Source: https://www.nsf.gov/about/glance.jsp





National Institutes of Health
Snapshot
• $39.2B (€28.5B) awarded in research grants per year
• 10% budget goes to NIH scientists (6,000)
• “…fundamental knowledge about the nature and 

behavior of living systems and the application of that 
knowledge to enhance health, lengthen life, and reduce 
illness and disability.”

Open science in practice
• FAIR plan
• Data commons / Data repositories

Source: About NIH



Source: Metabolomics Workbench Tutorial, metabolomicsworkbench.org funded by NIH #1U2CDK119886-01 .



Time-
SeriesOne-time

Omics

NextGen

Genome
Regulatory 

Genome
Transcript

ome Epigenome

Proteome

Sequence

Metabolome

Sequence Structure

Data &

Metadata

Structured

Molecular

Profiling
Phenotypic

Unstructured

Files &

Images
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National Institute of 
Standards and Technology

Snapshot
• $985M (FY 2019)
• Core competencies: measurement 

science, rigorous traceability, development 
and use of standards 

Open science in practice
• Thought leadership
• Open formats for equipment
• Workshop and community support



Department of Energy

Snapshot
• $30.6B annual budget
• $5.4B R&D
• Nuclear (safety), energy

Open science in practice
• Community databases, e.g. ARM, materials
• Software interoperability



National Aeronautics and Space 
Administration (NASA)

Snapshot
• $21.5B
• “Open-access culture” 
Open science in practice
• % budget for data (management)
• Long history of open data, data (active) archive 

centers (DAAC)
• Innovative researchers/research projects

Source: NASA Budget Brief, NASA Plan for Increasing Access to the Results of Scientific Research, 
https://earthdata.nasa.gov/earth-science-data-systems-program/competitive-programs/access/terra-
data-fusion-products



Terra Fusion Project (Larry DiGiralomo)

Source: https://earthdata.nasa.gov/earth-science-data-systems-program/competitive-programs/access/terra-data-fusion-products



National Academy of Sciences, 
Engineering, and Medicine

1. Committee Toward an Open 
Science Enterprise 
• Open Science by Design: 

Realizing a Vision for 21st Century 
Research 

2. Roundtable on Aligning 
Incentives for Open Science 

National Academies of Sciences, Engineering, and Medicine 2018. Open Science by Design: Realizing a Vision for 21st Century Research. 
Washington, DC: The National Academies Press. https://doi.org/10.17226/25116.



Other Notable Contributions to Open 
Science in the US

• General Services Administration
• Data.gov, code.gov

• Institute of Museum and 
Library Services (IMLS)

• American Geophysical Union
• Arnold Foundation 

• Open Science Framework
• Schmidt Foundation

• Open Storage Network



code.gov



Made possible in part by the Institute of Museum and Library Services, IMLS, awards LG-72-16-0122-16 and LG-70-18-0082-18. 



US National Data 
Service



Where We Are

Source:: Kenton McHenry, NCSA



Research is More than Publications

• Equal Partners:
Pubs, Data, Analysis

• Transparency and 
access to methods

• FAIRR
• Reusable
• Reproducible 



U.S. National Data Service

National effort to bring together infrastructure supporting the 
publication, discovery, and reuse of data 
à From the Internet to the “Datanet”

1. Large-scale Data Service Interoperability 
• Distributed cloud and compute
• Innovation in the gaps: 

services, software, integration
2. Incubator of Data Projects & Pilots

• Quick start sandbox
• Choose services based on features 

(not time to install)
3. Training Platform



NDS Labs Workbench: Tools-centric
• Open source 

project. Initiative 
since January 
2016.

• Public beta 

https://www.workbench.nationaldataservice.org



Use case: TERRA-REF

• High-throughput indoor and outdoor sensor platforms, UAV and 
field data, large-scale genome sequencing

• Petabyte scale data storage and computing 
pipeline
• Data processing workflows
• Raw and derived data
• Data sharing and re-use

• Nationwide, multi-institution collaboration
• Researchers, data scientists, and software developers

• Labs Workbench for remote, interactive access to data



CHEESE Technologies/Architecture

OpenStack: Elastic Compute and Storage

Kubernetes 1.1x (RBAC, Weave overlay network)

UI

Ubuntu 18.04 VMs

API
Jupyter Postgres

SQL Injection

Hacker 
(Jupyter)

Client
(VNC)

Server
(Apache)

Arpspoof/SSL Strip

User namespaceWorkbench

NGINX ILB

etcd

System namespace

Monitoring

Logging

27

Source: Baijian “Justin” Yang & Rajesh Kalyanam, Purdue
This material is based upon work supported by the National Science Foundation under NSF grant # 1820573.



DataDNS: Data-centric Portal



• JupyterHub
• A multi-user Hub, spawns, manages, and 

proxies multiple instances of the single-user 
Jupyter notebook server.

• Requires your own infrastructure.
• MyBinder

• A Git repository that contains:
• Code that other people can run (a Jupyter Notebook 

or an R script)
• The configuration to run the code in a Docker 

container. 
• Free limited compute resources from www.mybinder.org.

JupyterHub and MyBinder



(Data) Platforms Decision Tree



Open Storage 
Network



US Research Cyber-Infrastructure Today

Shared Resource
(XSEDE, PRAC)

Standardized 

NSF-Funded

Over 200 
universities with 

40/100Gb 
Connectivity

Standardized

NSF-Funded

Largely Balkanized

No Standards 
Requirement

No CI Funding

C o m p u ta t i o n N e t w o r k i n g S to r a g e



Six Prototype Deployment Sites

• Johns Hopkins University
• Massachusetts Green HPC Center
• Northwestern University (Starlight)
• University of CA San Diego (SDSC)
• University of Illinois (NCSA)
• University NC Chapel Hill (RENCI)
• (Atacama Desert, Chile?)

Funded by NSF

Funded by Schmidt Foundation

Supported by the Schmidt Foundation and NSF grants 
#1747552, 1747493, 1747507, 1747490.1747483



OSN
use 

cases

Multi-institution 
research 

collaborations 
(80% data 
volume)

Experiment-to-
site (fan-out)

Breakthrough 
datasets

Independent 
claim 

verification

Dataset-as-
benchmark

Slice-and-
compute

Workflow  
staging space

Single-institution 
projects (20% 
data volume)

Breakthrough 
datasets

Independent 
claim 

verification

Dataset-as-
benchmark

Data for new 
applications

Community 
long-tail data

Common 
resource access

OSN Use Case Types



(GO) FAIR US



It Takes a Village to be FAIR

Faulty Assumptions
• Curationists will make data FAIR (on their own).
• Security people do all the security work.
• Webmasters make all material accessible.
Partners in FAIR data stewardship:
• Research computing
• Libraries
• Research labs (researchers, postdocs)
• Administrators



GO FAIR US: Pillars, 
Implementation Networks



IN Matrix: Converging on 
metadata/data formats, terminologies



GO FAIR US Office

• Train FAIR Data Stewards
- Train the trainers 

• Partnership with Phortos Consultants
- Training and consulting for local industry
- Assist with FAIR Data Stewardship Plans
- Assist organizations/companies to GO FAIR

• Create and harden FAIR tooling
• Extend Implementation Networks (IN) into US



Next GO FAIR Training Opportunity
Who: Those in research labs (researchers, 
postdocs), research computing, libraries

What: FAIR Data Stewardship Training 

When, Where: May 28-31at SDSC, UC San Diego

Cost: $2,500/person
http://tinyurl.com/GOFAIRMay2019

http://tinyurl.com/GOFAIRMay2019


Chopportunities (US)

• Barriers to open science
(NAS 2018 report):
• Infrastructure costs
• Subscription-based scholarly 

communications
• Lack of incentives
• Privacy, proprietary barriers
• Discipline diversity

• Institutional responsibility to invest in data
• [Domain-specific] Scientific advances required
• FAIR in industry



Slide: Albert Mons Source: Data Science Report 2016, CrowdFlower, 2016: 
http://visit.crowdflower.com/rs/416-ZBE-142/images/CrowdFlower_DataScienceReport_2016.pdf

From 80% spent on data wrangling

To 80% spent on analytics/research

80% spent on data preparation

Reframing FAIR in Savings



Conclusion

US making good progress
• Open science champions
• Government support
• FAIR imperative à reframe
Path to shaved goat:
• Open science across the 

research lifecycle
• Scientific advances
• Tooling and training

Source: http://theblaze.dk/sjove-udtryk/sa%CC%8A-er-den-ged-barberet/

Så er den ged barberet!  
(Not yet, but we’ve begun).



“…to make the fruits of 
research and scholarship 
better and available to all who 
need or want them.” Berman et 
al.

christine@sdsc.edu
@SuperChristineK
Christine Kirkpatrick
Division Director, Research Data Services, SDSC
Executive Director, National Data Service


